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Ab initio depolarization in self-assembled molecular monolayers:
Beyond conventional density-functional theory
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We present an efficient ab initio atomic-orbital-based embedding scheme, which allows to describe depo-
larization effects in self-assembled organic monolayers (SAMs). The method includes periodic-boundary con-
ditions, all multipole moments and local-field effects. Results for substituted oligophenyl SAM, in combination
with conventional, hybrid and orbital-dependent density-functional theory (DFT) as well as coupled-cluster
(CC) approach, are reported. We find that the accuracy of conventional DFT relies on error cancellation
between the concurrent overestimation of dipole and polarizability, but it can yield quantitatively and some-
times even qualitatively wrong results. Hybrid and orbital-dependent functionals strongly improve the overall

description and closely reproduce CC results.
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Organic-metal interfaces play a key role in different nano-
science research areas, such as molecular electronics' and
organic (opto)electronics.> When an organic molecule is
chemi- or physiadsorbed on a metal surface, its workfunction
changes due to the formation of an interfacial dipole.” In
organic (opto)electronic devices self-assembled monolayers
(SAMs) of organic molecules with tailored dipole moment
can be used to align the metal workfunction to the molecular-
orbital energy of the organic film to enhance the current
transport.>*

The work-function shift (A®P) can be computed using the
Helmholtz equation A®(n)=—4mmpu.(n), where n is the
number of molecules per unit area and u.(n) the component
of the molecular interface dipole perpendicular to the
surface.> u_(n) can be further divided into two contributions
n(n)= ,u,f(n)+ ,ughem(n), where ,uf is the dipole moment of
the isolated SAM and ,uéhem is the bond dipole, related to the
electronic charge reorganization at the interface.®’ In SAM
of polar organic molecules ,u,f is the largest component and
mainly determines the work-function shift.6-8

In first approximation w5 can be calculated considering
the monolayer as a two-dimensional lattice of point dipoles.
Within this approximation, u® is given by the Topping
formula®!® (generalized here for anisotropic systems)

pi(n) = p’ + aEy(n) = [1+n*?aQ] ' 1, (1)

where ,uo is the dipole moment of an isolated molecule,
Ed(n)=;n3/2Q,uS is the depolarizing electric field, ¢ is the
molecular polarizability tensor and Q is a diagonal matrix
which depends only on the lattice type.>!© The Topping
model is not expected to work in a closely packed monolayer
due to the point-dipole approximation. Improvement over the
Topping formula is obtained by explicitly considering the
molecular electronic structure. This is achieved, e.g., in the
semiempirical quantum chemistry (SEQC) methods by simu-
lating a portion of the SAM using a finite-cluster approach'!
or by computing atom-atom polarizabilities.'> The SEQC
method can include local-field effects, but suffers from the
semiempirical parametrization and/or from the finite size of
the cluster because of the poor convergence of electronic
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properties with the system size. To avoid finite-size effects
periodic-boundary conditions (PBCs) must be used. A popu-
lar approach is first-principles plane-wave density-functional
theory (PW-DFT) within the supercell and dipole-correction
scheme.!? The PW-DFT approach offers in principle an exact
description of the depolarization effect, but it cannot easily
treat the low-coverage regime and more importantly is gen-
erally applied using conventional DFT functional, i.e., the
local-density approximation (LDA) or the generalized-
gradient approximation (GGA). This limits the accuracy of
PW-DFT results, as LDA/GGA functionals face severe draw-
backs in the calculation of dipole moments' and
polarizabilities' of extended conjugated systems. The use of
hybrid,'® orbital-dependent functionals!” and coupled-cluster
methods which better describe the electronic properties of
organic molecules would then be desirable. Despite recent
progress,'31 their applicability is still hampered by the high
computational costs within PBC.

In this work we present an efficient method to describe
the SAM depolarization, namely the self-consistent periodic-
image-charges embedding (SPICE) approach. The SPICE
method is based on an atomic-orbital (AO) electrostatic em-
bedding scheme, and allows to compute the SAM depolar-
ization for any coverage, using PBC and any AO-based
electronic-structure method (e.g., hybrid or orbital-dependent
functionals, correlated wave-function methods). In the
SPICE approach the SAM dipole is evaluated from the elec-
tronic density p of a single molecule embedded in the two-
dimensional monolayer. The density of a molecule in the
SAM is related to the density of the isolated molecule p(r)
by the formula

P(1)=P0(1)+X(1’2)Vexz(2) (2)

where x(1,2)=dp(1)/dV,,,(2) is the nonlocal charge-density
susceptibility (reducible polarizability) and V,,, is the per-
turbing potential due to the interaction with all other mol-
ecules in the SAM. In this work we restrict V,,, to be the
Coulomb potential, which is dominant at low coverages. To
treat very high coverages Eq. (2) must be generalized to
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include exchange-correlation contributions. Thus, the per-
turbing potential is

Vou(2) = T2)0(2-3)(p(3) - p¥(3)), (3)

where v(2-3)=1/|[r,—r5|| is the bare coulomb interaction, 7
is the periodic image sum operator (creating periodic images
and summing over all the unit cells) and p" (r)=2?ilZ,5(r’
—R)) is the nuclear charge. Substituting Eq. (3) into Eq. (2)
and defining the total charge g=p—p", we have

g(1) =¢°(1) + x(1,2)712)v(2 - 3)4(3), (4)

which describes the change in the charge density due to the
electrostatic interaction between the molecules in the SAM.
The corresponding relation for the dipoles is readily obtained
by multiplication by r;, using the definition x(1,2)
=V)Vp):a(1,2),° where o(1,2) is the nonlocal polariz-
ability, and integrating (by parts in the right-hand side). It
reads as

,t_LS=,L_L°+fdlg(l,Z)ﬁZ)Y(Z)v(Z—3)q(3)- (5)

Equation (5) includes all multipolar contributions and local-
field effects and it is reduced to the Topping formula (1) by
introducing (i) the point-dipole approximation leading to
Ed(2)=’j'(2)Z(2),u, with T the second-rank dipole tensor,?
and (ii) averagin_g over the unit cell to obtain the averaged
polarizability & in Eq. (1).

Equation (4) must be solved self-consistently, but a direct
solution is in general impossible because no explicit formula
for the susceptibility x is available and approximations are
usually employed.'? In the SPICE method this difficulty is
overcame by splitting the self-consistent procedure into two
steps: (i) the periodic perturbing potential in Eq. (3) is com-
puted, for a given a charge distribution ¢; (ii) the charge
distribution is computed by solving the Schrodinger equation
for the molecular system in the external potential V,,,. The
two steps are repeated in a double self-consistent loop until
convergence is achieved. In step (ii) the new charge distribu-
tion can be computed by any electronic-structure method
without explicit computation of .

The SPICE method has been implemented in the TURBO-
MOLE (Ref. 21) program package. To enhance the computa-
tional efficiency in our implementation the perturbing peri-
odic potential was evaluated by fitting the electrostatic
potential of a single molecule with point charges (Mulliken
charges) and using the periodic charge embedding (PCEMB)
(Ref. 22) approach to obtain the full periodic potential. The
quality of the point-charges fit had to be carefully verified to
avoid inaccuracies in the embedding potential. The external
self-consistent loop was considered converged when the in-
duced dipole moment converged to 10~ a.u. (which always
occurred within ten cycles).”> DFT calculations were per-
formed using the Perdew-Burke-Ernzerhof (PBE) (Ref. 24)
functional, the hybrid PBEO (Ref. 25) and the orbital-
dependent localized Hartree-Fock (LHF) (Ref. 26) method
with a LYP correlation functional.”” We also considered the
Hartree-Fock (HF) and the approximate coupled-cluster
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FIG. 1. Structure of (A) mercapto-biphenyl SAM; (B) investi-
gated molecules (n=1-4).

single double method (CC2).2%% In the latter relaxed densi-
ties were employed. The TZVP basis set*® and spin-polarized
wave functions were used in all calculations.

In order to assess the method, we applied it to mercapto-
biphenyl [see Fig. 1(a)], which has been subject of recent
detailed studies,”*' and compared the results to the ones ob-
tained from plane-wave pseudopotential (PWPP) calcula-
tions. We optimized the molecular geometry for a dense cov-
erage on the Au(111) surface, using the PWSCF (Ref. 32)
program with the PWO91 functional and a kinetic-energy cut-
off of 35 Ryd. The supercell consisted of five gold layers,
40 A vacuum and two molecules arranged in a herringbone
pattern on a V3% 3 surface unit cell with an angle from the
surface normal of about 10° [see Fig. 1(a)]. This structure
was used in all subsequent electronic-structure calculations.
Starting from the full coverage regime we obtained lower
coverages following the procedure of Ref. 33. The SAM di-
pole was computed for all coverages using the PBE func-
tional and the dipole-correction scheme.'?

Figure 2(a) shows the comparison between PBE results
obtained with the SPICE approach, PWPP calculations and
the Topping model. In the latter the dipole vector and polar-
izability tensors of an isolated molecule computed at the
PBE level were used. At vanishing surface molecular density
(n=0) all methods yield close results (the SPICE and Top-
ping model coincide by construction). We found that the re-
maining small differences between SPICE and PWPP are
related to different details of the electronic-structure calcula-
tions (e.g., all-electron vs pseudopotential). At higher cover-
ages the Topping formula significantly underestimates the
dipole moment because of the neglect of high multipole mo-
ments and local-field effects. The SPICE method instead
yields results always in perfect agreement with the PWPP
calculations. Notably, the SPICE approach performs well
also at high coverages, despite nonzero wave-function over-
lap.

After assessing the accuracy of the model we applied it in
combination with different computational approaches (PBEO,
LHF-LYP, HF, and CC2) to investigate the role of the
electronic-structure description. Figures 2(b) and 2(c) report
the computed SAM dipole and the work-function shift. Fig-
ure 2(b) shows that the PBE functional overestimates (with
respect to CC2, our reference) the dipole at zero coverage by
about 30%. At higher coverages the depolarization effect re-
duces the dipole more significantly for PBE than for the
other methods. This behavior is related to the too high PBE
polarizability (e, is 359, 325, 320, 285, and 218 a.u. for
PBE, CC2, PBEO, LHF-LYP and HF respectively). The over-
estimation (underestimation) of the LDA/GGA (HF) polariz-
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FIG. 2. (Color online) Mercapto-biphenyl. (a) SAM dipole as a function of the molecular density by the SPICE method, PWPP
calculations and the Topping model (PBE functional). (b) SAM dipole and (c) work-function shift as a function of the molecular density, by

the SPICE method using different electronic-structure approaches.

ability in oligomers is well documented,'> and results close
to the CC2 reference are only obtained from hybrid and ef-
fective exact-exchange methods. The simultaneous overesti-
mation by PBE of the dipole and polarizability leads to a
partial error cancellation at high coverages. Nevertheless, at
the highest coverage an overestimation of |[A®| by about
0.45 eV is found [see Fig. 2(c)] which is non-negligible to
engineer organic-metal interfaces for (opto)electronic appli-
cations. Opposite results are obtained for the HF method, due
to the neglect of electron correlation. Finally, PBEO and the
LHF-LYP method exactly reproduce the CC2 results, but for
the highest coverage.

In order to clarify how the differently computed dipoles
and polarizabilities influence A®, we investigated the model
systems shown in Fig. 1(b), with (I) increasing number of
oligomers and (IT) electron accepting substituent. In the first
case we investigated oligophenylthiolate model systems of
chain length n=1-4. Molecular geometries were obtained
from B3LYP/TZVP optimizations'®?’ using a C,, symmetry
constraint. The molecular orientation was chosen in perfectly
perpendicular alignment with respect to an ideal surface in
order to restrict the contribution of the molecular dipole mo-
ment to w,. The cell parameters were varied from 30 to 10
bohr, to obtain surface molecular densities similar to those
employed in Fig. 2. Figures 3(a) and 3(b) report the molecu-
lar dipoles for PBE and PBEO at different chain lengths; the
CC2 results (not reported) are close to PBEQ. The PBE over-
estimation of the dipole increases with the oligomer size due
to the delocalization error of conventional DFT methods.'*!3
However, also the polarizability increases with the chain
length (e.g., for n=4 we obtain 1080 and 842 a.u. for PBE
and PBEQ, respectively). Thus, increasing the surface mo-
lecular density the total dipole decays faster in PBE than in
PBEQ, yielding for high coverages similar results with all
methods and all chain lengths. The good performance of the

PBE functional at high coverage is therefore fortuitous and
only relies on an error cancellation effect. Poor results are
obtained instead at low coverage.

Figure 3(c) shows the modification of the charge density
[Ap=p—p°, see Eq. (2)] due to the packing effects. Increas-
ing the molecular density a remarkable depletion of charge at
the sulfur with consequent accumulation in the molecular
backbone is observed. This causes the formation of an in-
duced dipole with opposite direction with respect to that of
the isolated molecule. The effect is larger for PBE than for
PBEO. The high oscillating behavior of the density is typical
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FIG. 3. (Color online) Model oligomers n[1-4]. Upper Panels:
SAM dipole moments for PBE (a) and PBEO (b) as a function of the
molecular density. Lower panel (c): difference of the electronic den-
sity (averaged over the plane perpendicular to the long axis of the
molecule) between the highest coverage and the isolated molecule,
for PBE and PBEQ. The electronic density induced by an uniform
field is also shown for PBE.
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FIG. 4. (Color online) CF; substituted biphenyl. Upper panel.
(a) SAM dipole moment and (b) work-function shift as a function
of the coverage. Lower panel. Electrostatic potential for different
coverages for (c) PBE and (d) BHLYP.

for oligomers.3* As the local electric field is larger near the
sulfur atom (where the dipole is mainly localized), the
SPICE model correctly predicts a larger dp than using an
unifrom electric field [see dashed line in Fig. 3(c)].

Error cancellation cannot occur when dipole or polariz-
ability are badly described, e.g., in systems with a strong
acceptor group. Such a situation is depicted in Figs. 4(a) and
4(b) where the dipole and work-function shift of the trifluo-
romethyl substituted biphenyl are reported. At zero coverage,
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the absolute value of the PBE dipole is significantly smaller
than the ones presented in Figs. 2 and 3 because the CF;
substituent induces a dipole which is opposite to that due to
the sulfur atom [see Fig. 4(c) where we report the electro-
static potential for different coverages]. The substituent-
induced dipole is poorly described (underestimated) at the
PBE level (as well as at the PBEO) and a total dipole oppo-
site in sign to the reference CC2 results is obtained. A rather
balanced description is found with the BHLYP (Ref. 34)
functional (including 50% of HF exchange), which gives a
moderately strong dipole on the CF; group [see Fig. 4(d)]
and thus a total dipole in reasonable agreement with the CC2
value and a correct description of the work functions shift. At
higher coverages, the SPICE approach at the CC2 and BH-
LYP level predicts an unexpected work-function shift evolu-
tion with the coverage (initially increasing in absolute value
and finally decreasing) due to the interaction of opposing
dipoles. This effect is not captured by the PBE functional and
cannot be described with Eq. (1).

In conclusion, the SPICE method allows an efficient and
accurate evaluation of depolarization effects in SAM with
any quantum-chemical approach. Thus, the limitations of
conventional DFT can be avoided and also computational
difficult cases can be appropriately treated. Applications to
system with hundreds of atoms in the unit cell can be easily
made.
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